LMA and T₀ were placed into a food-restriction paradigm under DD conditions, we found that they maintained the rhythm that had been entrained by light (high-amplitude, free-running period of ~23.7 hours) and never showed an increase in LMA in DD, in anticipation of the food presentation (Fig. S3). Hence, although a BMAL1-based clock is necessary to support food entrainment, restoration of clock function in the SCN alone is not able to rescue this behavior.

To test the hypothesis that the BMAL1-based clock induced in the DMH during restricted feeding might drive circadian entrainment, we performed stereotaxic bilateral delivery of AAV-BMAL1 (the same construct and vector as used in the SCN) into the DMH of Bmal1−/− mice. Mice who sustained bilateral DMH injections of the AAV-BMAL1 did not demonstrate entrainment to a 12:12 LD cycle or free-running rhythms of T₀ or LMA in DD (Fig. 3A). By contrast, under conditions of food restriction in DD, they exhibited a clear anticipatory increase in T₀ and LMA before food presentation (Fig. 2C and Fig. 3B). Each individual mouse showed very little day-to-day variation in the timing of the increase in T₀ and LMA under DD (i.e., the phase angle of entrainment was stable). Finally, the increase in T₀ and LMA before the predicted period of food presentation persisted during a 24-hour fast at the end of restricted feeding (arrow in Fig. 3B), demonstrating the circadian nature of the response.

In both our study and the study by Mieda et al. (8), clock gene expression in the DMH was largely restricted to cells in the compact part of the nucleus, which consists of small, closely packed neurons that are highly reminiscent of the SCN itself. These neurons appear mainly to have local connections with the adjacent output zones of the DMH (23), suggesting that the timing signal from the compact part of the DMH may impinge upon the same output neurons in the remainder of the DMH as are used to control light-entrained rhythms directed by the SCN. This relationship may explain how the DMH clock is able to override the SCN clock input during conditions of food entrainment in an intact animal. It is unlikely that feedback from the DMH alters activity in the SCN in any major way, because the SCN remains phase-locked to the LD cycle for many weeks during food entrainment (as long as the animals are not also hypocaloric). These observations also raise the interesting possibility that the DMH may form the neuroanatomic basis of the so-called methamphetamine-sensitive circadian oscillator (MASCO), which also operates independent of the SCN and does not entrain to light [for a review, see (24)].

Our data indicate that there is an inducible clock in the DMH that can override the SCN and drive circadian rhythms when the animal is faced with limited food availability. Thus, under restricted feeding conditions, the DMH clock can assume an executive role in the temporal regulation of behavioral state. For a small mammal, finding food on a daily basis is a critical mission.

Even a few days of starvation, a common threat in natural environments, may result in death. Hence, it is adaptive for animals to have a secondary “master clock” that can allow the animal to switch its behavioral patterns rapidly after a period of starvation to maximize the opportunity of finding food sources at the same time on following days.

In an intact animal, peripheral oscillators in many tissues in the body, including the stomach and liver, as well as elsewhere in the brain, may contribute to food entrainment of circadian rhythms (25, 26). Consequently, it has been difficult to dissect this system by using lesions of individual components of the pathway (3, 9, 10). However, by starting with a genetically arrhythmic mouse and using focal genetic rescue in the brain, we have identified the SCN molecular clock as sufficient for light but not food entrainment of T₀ and LMA rhythms in mice, and the DMH as sufficient for food but not light entrainment of circadian rhythms of T₀ and LMA. These results demonstrate the power of viral-based gene replacement in the central nervous system to dissect complex neural functions.
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Endogenous siRNAs Derived from Transposons and mRNAs in Drosophila Somatic Cells

Megha Ghildiyal,1* Hervé Seitz,1* Michael D. Horwich,1 Chengjian Li,3 Ellen L.W. Kittler,4 Maria L. Zapp,4 Zhiping Weng,5 Phillip D. Zamore†

Small interfering RNAs (siRNAs) direct RNA interference (RNAi) in eukaryotes. In flies, somatic cells produce siRNAs from exogenous double-stranded RNA (dsRNA) as a defense against viral infection. We identified endogenous siRNAs (endo-siRNAs), 21 nucleotides in length, that correspond to transposons and heterochromatic sequences in the somatic cells of Drosophila melanogaster. We also detected endo-siRNAs complementary to messenger RNAs (mRNAs); these siRNAs disproportionately mapped to the complementary regions of overlapping mRNAs predicted to form double-stranded RNA in vivo. Normal accumulation of somatic endo-siRNAs requires the siRNA-generating ribonuclease Dicer-2 and the RNAi effector protein Argonaute2 (Ago2). We propose that endo-siRNAs generated by the fly RNAi pathway silence selfish genetic elements in the soma, much as Piwi-interacting RNAs do in the germ line.

Three RNA-silencing pathways have been identified in flies and mammals: RNA interference (RNAi), guided by small interfering RNAs (siRNAs) derived from exogenous double-stranded RNA (dsRNA); the microRNA (miRNA) pathway, in which endogenous small RNAs repress partially complementary mRNAs; and the Piwi-interacting RNA (piRNA) pathway, whose small RNAs repress transposons in the germ line (1–2) and can activate transcription in heterochromatin (4).

Endogenous siRNAs (endo-siRNAs) silence retrotransposons in plants (5, 6), and siRNAs corresponding to the L1 retrotransposon have
been detected in cultured mammalian cells (7). Genetic and molecular evidence suggests that in addition to suppressing viral infection, the RNAi pathway silences selfish genetic elements in the fly soma: Mutations in the RNAi gene rm62 (8) suppress mutations caused by retroelement insertion (9); depletion of the Argonaute proteins Ago1 or Ago2 increases transposon expression in cultured Drosophila Schneider 2 (S2) cells (10); small RNAs have been detected in Drosophila Kc cells for the 1360 transposon (11) and are produced during transgene silencing in flies (12); and siRNAs have been proposed to repress germline expression of suffix, a short interspersed nuclear element (SINE) (13).

The defining properties of Drosophila siRNAs are their production from long dsRNA by Dicer-2 (Dcr-2), which generates 5′-monophosphate termini; their loading into Argonaute2 (Ago2); and their Ago2-dependent, 3′-terminal, 2′-O-methylation by the methyltransferase Hen1 (14–16), unlike most miRNAs (17). In vivo (Fig. 1A, rightmost

Fig. 1. High-throughput pyrosequencing revealed 3′-terminally modified 21-nt RNAs in the fly soma. (A) Length and sequence composition of the small RNA sequences from a library of total small RNA from the heads of flies expressing an inverted repeat (IR) silencing the white gene and for a parallel library enriched for RNAs modified at their 3′ ends. (B) Similar analysis for small RNA sequences from Drosophila S2 cells. For data labeled "without miRNAs," pre-miRNA–matching sequences were removed computationally.
panel) and in vitro (18), nearly all siRNAs produced by Dcr-2 from exogenous dsRNA are 21 nucleotides (nt) in length.

We characterized the somatic small RNA content of S2 cells (19) and of heads expressing an RNA hairpin silencing the white gene by RNAi (20). To identify endo-siRNA candidates, we analyzed two types of RNA libraries. For total 18- to 29-nt RNA libraries, 89% (S2 cells) and 96% (heads) mapped to annotated miRNA loci. In contrast, libraries enriched for small RNAs bearing a 3′-terminal, 2′-O-methyl modification (21) were depleted of miRNAs: Only 19% (S2 cells) and 49% (heads) of reads and 2.4% (S2 cells; 58,681 reads; 12,036 sequences) and 12% (heads; 22,685 reads; 2929 sequences) of unique sequences mapped to miRNA loci.

Table 1. Endo-siRNAs preferentially map to overlapping, complementary mRNAs.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Enrichment</th>
<th>Enrichment after randomization</th>
<th>Z score</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fly heads</td>
<td>10.9</td>
<td>1.0</td>
<td>26.1</td>
<td>7.9 × 10^{-155}</td>
</tr>
<tr>
<td>S2 cells</td>
<td>12.3</td>
<td>1.1</td>
<td>27.0</td>
<td>5.2 × 10^{-161}</td>
</tr>
</tbody>
</table>

Fig. 1 shows the length distribution and sequence composition of the four libraries. The total RNA samples were predominantly miRNAs, a bias reflected in their modal length (22 nt) and pronounced tendency to begin with uracil. Exclusion of miRNAs revealed a class of small RNAs with a narrow length distribution and no tendency to begin with uracil. Except for an unusual cluster of X-chromosome small RNAs (fig. S1) and a miRNA-like sequence with an unusual putative precursor on chromosome 2 (fig. S2), few of these small RNAs are likely to correspond to novel miRNAs: None lie in the arms of hairpins predicted to be as thermodynamically stable as most pre-miRNAs (i.e., < −15 kcal/mol).

After excluding known miRNAs, 64% (heads) (Fig. 1A) and 78% (S2 cells) (Fig. 1B) of sequences in the libraries enriched for 3′-terminally modified small RNAs—that is, those likely to be Ago2-associated—were 21 nt long. For fly heads, 37% (8404 reads) derived from the white dsRNA hairpin. The abundance of theseexo-siRNAs can be estimated by comparing them to the number of reads for individual miRNAs in the total small RNA library, where 1.6% (660 antisense and 491 sense reads) were 21-nt oligomers (21-mers) and matched the white sequences in the dsRNA-expressing transgene. The collective abundance of all white exo-siRNAs was less than the individual abundance of the 10 most abundant miRNAs in this sample; the median abundance of any one exo-siRNA species was two reads. The white–inverted repeat (IR) transgene phenocopies a nearly null mutation in white, yet the sequence of the most abundant exo-siRNA was read just 37 times.

In heads, the sequence composition of the 21-nt, 3′-terminally modified small RNAs closely resembled that of exo-siRNAs, which tended to begin and end with cytosine. In heads and S2 cells, the 21-mers lacked the sequence features of piRNAs, which either begin with uracil (Aub-and Piwi-bound) or contain an adenine at position 10 (Ago3-bound) and are 23 to 29 nt long (1, 2). These data suggest that the 21-nt small RNAs are somatic endo-siRNAs.

In S2 cells, endo-siRNAs mapped largely to transposons (86%); in fly heads, they mapped about equally to transposons, intergenic and unannotated sequences, and mRNAs. The finding that 41% of endo-siRNAs mapped to mRNAs without mapping to transposons suggests that endo-siRNAs may regulate mRNA

Fig. 2. Endo-siRNAs correspond to transposons. (A) Distribution of annotations for the genomic matches of endo-siRNA sequences. Bars total more than 100% because some siRNAs match both LTR and non-LTR retrotransposons or match both mRNA and transposons. (B) Transposon-derived siRNAs with more than 50 21-nt reads mapped about equally to sense and antisense orientations. (C) Alignment of endo-siRNA sequences to Drosophila transposons. The abundance of each sequence is shown as a percentage of all transposon-matching siRNA sequences. LTR, long terminal repeat; TIR, terminal inverted repeat. Here and in subsequent figures, data from high-throughput pyrosequencing and sequencing-by-synthesis were pooled for wild-type heads.
expression. Endo-siRNAs mapping to mRNAs were likelier by a factor of >10 than expected by chance ($5.22 \times 10^{-161} < P < 8 \times 10^{-151}$) to derive from genomic regions annotated to produce overlapping, complementary transcripts (Table 1 and table S1). These data suggest that such overlapping, complementary transcripts anneal in vivo to form dsRNA that is diced into endo-siRNAs. We note that among the mRNAs for which we detected complementary 21-mers was ago2 itself.

Endo-siRNAs mapped to all three large chromosomes (figs. S3 to S5). siRNAs corresponding to the three transposon types in Drosophila were detected, but long terminal repeat (LTR) retrotransposons, the dominant class of selfish genetic elements in flies, were overrepresented even after accounting for their abundance in the genome (Fig. 2A and table S2). Unlike piRNAs, which are disproportionately antisense to transposons, but like siRNAs derived from exogenous dsRNA, about equal numbers of sense and antisense transposon-matching endo-siRNAs were detected (Fig. 2B and fig. S6) (1–3, 22). Unlike piRNAs, endo-siRNAs map to large genomic clusters (table S3). Of 172 endo-siRNA clusters in S2 cells, four coincided with previously identified piRNA clusters (cluster 1, at 42A of chromosome 2R; clusters 7 and 10 in unassembled genomic sequence; and cluster 15 in the chromosome 3L heterochromatin). In heads, we detected 17 clusters; five corresponded to clusters found in S2 cells, but only one was shared with the germine piRNAs: the flamenco locus, consistent with recent genetic evidence that a Piwi-independent but flamenco-dependent pathway represses the Idefix and ZAM transposons in the soma (23). That both endo-siRNAs and piRNAs can arise from the same region suggests either that a single transcript can be a substrate for both piRNA and siRNA production or that distinct classes of transcripts arise from a single locus. The abundance and distribution of endo-siRNAs across the sequences of individual transposon species reflected the natural history of whe can entered the fly genome, but not their mechanism of transposition (Fig. 2C) (24).

Statistically significant reductions in siRNA abundance were observed in $dcr-2^{L811fsX}$ null mutant heads relative to heads from heterozygous siblings for 38 transposons (fig. S7 and table S4). Normalized for sequencing depth, sequencing results from homozygous $dcr-2$ heterozygotes and homozygotes (fig. S7 and table S5). These data suggest that endo-siRNAs are produced by Dcr-2, but we do not yet know why some endo-siRNAs persist in $dcr-2^{L811fsX}$ mutants.

---

**Fig. 3.** Transposon silencing requires Dcr-2 and Ago2, but not Dcr-1. (A and B) The change in mRNA expression (mean ± SD, $N = 3$) for each transposon between $dcr-2^{L811fsX}$ (A) or $ago2^{214d}$ (B) heterozygous and homozygous heads was measured by quantitative reverse transcription polymerase chain reaction. The data were corrected for differences in transposon copy number between the paired genotypes. (C) The change in transposon expression (mean ± SD, $N = 3$) in S2 cells was measured for the indicated RNAi depletion relative to a control dsRNA.

**Fig. 4.** The composition of somatic small RNAs is altered in the absence of Ago2. (A and B) Size distribution (A) and sequence composition (B) of sequences from a library of total 18–to 29-nt RNA from the heads of $ago2$ null mutant flies or a library enriched for 3’-terminally modified RNAs. Reads matching pre-miRNA sequences were removed. (C) Distribution of annotations for the genomic matches of small RNA sequences from the two $ago2$ libraries.
Transposon expression in the soma reflects both the silencing of transposons—potentially by either or both posttranscriptional and transcriptional mechanisms—and the tissue specificity of transposon promoters. *Drosophila* somatic cells may contain siRNAs targeting transposons that would not be highly expressed even in the absence of those siRNAs, because the promoters of those transposons are not active in some or all somatic tissues or because they are repressed by additional mechanisms. We analyzed the expression of a panel of transposons in heads from *ago2* and *dcr-2* mutants and in S2 cells depleted of Dcr-1, Dcr-2, or *Ago2* by RNAi (Fig. 3 and fig. S8). We found that the steady-state abundance of RNA from the LTR retrotransposons 297 and 412 increased in heads from *dcr-2* and *mdg1* null mutants (Fig. 3A). Similarly, the steady-state abundance of RNA from the LTR retrotransposons 297, 412, *mdg1*, and *roo*, the non-LTR retrotransposon *F-element*, and the SINE-like element INE-1 increased in *ago2* mutant heads (Fig. 3B).

In S2 cells, RNA expression from the LTR retrotransposons 297, 1731, *mdg1*, *blood*, and *gypsy* from the DNA transposon *S-element* all increased significantly (0.00001 < P < 0.002) when Dcr-2 was depleted or when both Dcr-2 and Dcr-1 were depleted, but not when Dcr-1 alone was depleted (Fig. 3C). Similarly, *ago2*(RNAi) in S2 cells desilenced transposons, including nine LTR and non-LTR retrotransposons and the DNA transposon *S-element* (fig. S8).

Is Ago2 required for the production or accumulation of endo-siRNAs? We sequenced 18- to 29-nt small RNAs from *ago2* and *mdg1* homozygous fly heads and from the same small RNA sample treated to enrich for 3′-terminally modified RNAs. After computationally removing miRNAs, the sequences from the untreated library contained a prominent 21-nt peak (Fig. 4A) that predominantly began with uracil (Fig. 4B), much like miRNAs and unlike siRNAs in wild-type heads, which often began with cytosine (Fig. 1A). Perhaps in the absence of Ago2, only a subpopulation of endo-siRNAs that can bind Ago1 accumulates. The small RNAs from the *ago2* library enriched for 3′-terminally modified sequences were predominantly 24 to 27 nt long and often began with uracil—a length distribution and sequence bias characteristic of piRNAs, which, like siRNAs, are 2′-O-methylated at their 3′ ends. Both the 21-nt small RNAs and the piRNA-like RNAs in the *ago2* mutant heads mapped to transposons, unannotated heterochromatic and unassembled sequences, but the piRNA-like sequences mapped to mRNAs far less frequently than did either the 21-mers or wild-type endo-siRNAs (Fig. 4C). How these piRNA-like small RNAs are generated and whether they contribute to transposon silencing in the fly soma remain unknown.

*Note added in proof:* The loci described here in figs. S1 and S2 correspond to endo-siRNA–generating hairpins recently identified in (25–27).

References and Notes
24. See supporting material on Science Online.
28. We thank A. Boucher and S. Ma for technical assistance; G. Farley for encouragement, support, and technical assistance; and Roche Applied Science for high-throughput sequencing. P.D.Z. is a W. M. Keck Foundation Young Scholar in Medical Research. Supported by NIH grants GM62862 and GM65236 (P.D.Z.), GM080625 (J.X. and Z.W.), and HG003367 (S.L.); EMBO long-term (ALF 910-2004) and Human Frontier Science Program (LTO075/2005-1) fellowships (H.F.S.); and a National Research Service Award predoctoral MD/PhD fellowship from the National Institute on Aging (F30AG030283) (M.D.H.). NCBi Gene Expression Omnibus accession numbers for sequence and abundance data are GSE9389 and GSE11019, respectively.

Supporting Online Material
www.sciencemag.org/cgi/content/full/320/5739/DC1
Materials and Methods
Figs. S1 to S8
Tables S1 to S7
References
2 May 2008; accepted 31 March 2008
Published online 10 April 2008
10.1126/science.1157396
Include this information when citing this paper.

---

**Resource Partitioning and Sympatric Differentiation Among Closely Related Bacterioplankton**

*Dana E. Hunt,1 Lawrence A. David,2† Dirk Gevers,1,3, Sarah P. Preheim,1 Eric J. Alm,1,2† Martin F. Polz2†*

Identifying ecologically differentiated populations within complex microbial communities remains challenging, yet it is critical for interpreting the evolution and ecology of microbes in the wild. Here we describe spatial and temporal resource partitioning among *Vibrioaceae* strains coexisting in coastal bacterioplankton. A quantitative model (AdaptML) establishes the evolutionary history of ecological differentiation, thus revealing populations specific for seasons and life-styles (combinations of free-living, particle, or zooplankton associations). These ecological population boundaries frequently occur at deep phylogenetic levels (consistent with named species); however, recent and perhaps ongoing adaptive radiation is evident in *Vibrio splendidus*, which comprises numerous ecologically distinct populations at different levels of phylogenetic differentiation. Thus, environmental specialization may be an important correlate or even trigger of speciation among sympatric microbes.

*Microbes dominate biomass and control biogeochemical cycling in the ocean, but we know little about the mechanisms and dynamics of their functional differentiation in the environment. Culture-independent analysis typically reveals vast microbial diversity, and although some taxa and gene families are differentially distributed among environments (1, 2), it is not clear to what extent coexisting genotypic diversity can be divided into functionally cohesive populations (1, 3). First, we lack broad surveys of nonpathogenic free-living bacteria that establish robust associations of individual strains with spatiotemporal conditions (4, 5); second, it remains controversial what level of genetic diversification reflects ecological differentiation. Phylogenetic clusters have been proposed to correspond to ecological populations that arise by neutral diversification after niche-specific selective sweeps (6). Clusters are indeed observed among closely related isolates (e.g., when examined by multilocus sequence analysis) (7) and in culture-independent analyses of coastal bacterioplankton (8). Yet recent theoretical studies suggest*...