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The biological basis of late-onset disease has been

shaped by genetic factors subject to varying degrees of

evolutionary constraint. Late-onset traits are not only

more sensitive to environmental variation, owing to the

breakdown of homeostatic mechanisms, but they also

show higher levels of genetic variation than traits

directly influencing reproductive fitness. The origin and

nature of this variation suggests that current strategies

are poorly suited to identifying genes involved in many

complex diseases.

A major focus of current interest lies in the genetic vari-
ation underlying susceptibility to common, late-onset
human diseases such as heart disease, diabetes and
cancer. These diseases result from the cumulative break-
down of many quantitatively varying physiological sys-
tems over the course of decades of life. They are orders of
magnitude more common than individual mendelian
disorders and are typically more prevalent in post-
reproductive life, which means that they may be less
subject to SELECTIVE CONSTRAINTS (see Glossary). The
precise mechanisms maintaining genetic variation in such
traits are poorly understood, but three broad categories
are identifiable [1]. First, variants that are deleterious in
both early and later life, which are therefore efficiently
screened by natural selection and held at low population
frequencies. Second, variants that are selectively neutral
in early life but show late deleterious effects; this means
that they are subject only to weak selection and can reach
higher frequencies. Third, variants that are favourable in
early life but deleterious later on; these can be maintained
by selection at intermediate frequencies. Strategies for
identifying disease susceptibility genes depend both on the
balance of common and rare variants maintained in the
population, and on whether these occur at a limited
(OLIGOGENIC) or a large (POLYGENIC) number of loci. In this
article, evolutionary and population genetic arguments
are used to examine these issues and to suggest that
currently favoured strategies could be poorly suited to
identifying disease susceptibility genes.

One strategy assumes that most disease susceptibility
variants are common in the population (frequency .0.01)
– the COMMON DISEASE/COMMON VARIANT (CD/CV) HYPOTH-

ESIS [2]. This proposes that individuals with disease have

an excess of common susceptibility alleles, and that these
are potentially detectable in large-scale patient–control
association studies. However, if late-onset diseases are due
to large numbers of rare variants at many loci – the
COMMON DISEASE/RARE VARIANT (CD/RV) HYPOTHESIS – this
strategy would fail and the contribution of most individual
variants would be too small to further our understanding
of disease [3]. To evaluate these issues, we first examine
our current knowledge of human genetic diversity.

Hidden genetic diversity

The human population is both evolutionarily young and
genetically uniform, with less diversity than most other
species, including other primates [4]. The most abundant
differences between individuals are single nucleotide
POLYMORPHISMS (SNPs), which account for most of the
observed variability in typical sequence surveys [5]. The
great majority of SNPs occur outside coding regions and
their distribution is broadly consistent with SELECTIVE

NEUTRALITY [6]. There are ,10 million predicted SNPs
with allele frequencies above 0.01 [7]. Under the CD/CV
hypothesis, these provide the major genetic substrate for
common diseases. However, this picture may give a
misleading impression of the genetic variation underlying
the emergent diseases of modern civilizations.

The principal reason is that the vast majority of
DNA sequence variants, including most of those with
functional effects, are expected to be rare [8]. Genetic
theory predicts that the distribution of neutral sites is
heavily skewed towards low-frequency variants with as
many below a frequency of 0.01 as above it [9]. But the
proportion of rare variants is even higher for two
reasons. First, most mutations with phenotypic effects
are deleterious [10], so that their frequency is reduced
by selection. Second, the human population has been
expanding, generating large numbers of rare alleles by
mutation [11] (Fig. 1). The overall pattern is therefore one
of relatively few common SNPs and many individually
rare single nucleotide variants.

The majority of disease-causing alleles in early-
onset mendelian disorders are recent, diverse and
rare, resulting in extreme allelic heterogeneity. This
is expected for deleterious alleles exposed to early
selection, but is also found in later-onset diseases,
including familial forms of cancer, coronary artery
disease and Alzheimer dementia [12]. For example,Corresponding author: Alan Wright (alan.wright@hgu.mrc.ac.uk).
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according to the Breast Cancer Information Core (BIC)
database (http://research.nhgri.nih.gov/bic) the familial
breast cancer genes, BRCA1 and BRCA 2, show at least
1200 and 1400 different mutations of large effect, each of
which are rare, except in some founder populations. This is
despite the fact that well over half of these tumours occur
post-reproductively, so that causal alleles might reach
higher frequencies. Most of these mutations are likely to
be either of recent origin or to show direct or indirect
deleterious effects on fitness. By contrast, out of the five

Glossary

Antagonistic pleiotropy: see Trade-off model.

Balancing selection: selection that maintains more than one allele in the

population at intermediate frequencies.

Common disease/common variant (CD/CV) hypothesis: susceptibility to

common disease results from a small number of common polymorphic

variants at one or more loci.

Common disease/fixed variant (CD/FV) hypothesis: susceptibility to common

disease in a given population results from invariant sites at one or more loci.

These can differ between populations and contribute to differences in disease

susceptibility.

Common disease/rare variant (CD/RV) hypothesis: susceptibility to common

disease results from numerous rare variants at many loci.

Directional dominance: dominance is directional when the value of the

heterozygous effect (h) deviates from the expected intermediate value in

heterozygotes (e.g. h , 0.5 for most loci causing inbreeding depression).

Dominance: nonadditive interactions between alleles at the same locus, which

vary continuously from complete recessivity (heterozygous effect, h, is zero)

through additivity (h ¼ 0.5) to complete dominance (h ¼ 1) (Box 1).

Effective population size (Ne): the number of individuals in a population

contributing genes to succeeding generations, which predicts the rate of

genetic drift.

Extreme concordant (discordant) sib pairs: pairs of siblings that are positively

correlated (concordant) or negatively correlated (discordant) for a trait.

Fitness-related trait: a trait for which a change in value influences reproductive

fitness.

Fixation: a state in which all members of a population are homozygous for a

given allele (which is then said to be fixed, with an allele frequency of 1).

Genetic drift: random fluctuations in gene frequency arising from a finite

effective population size (Ne).

Genome-wide mutation rate (U): the mean number of new deleterious mutant

alleles arising per individual each generation.

Haplotype: a combination of linked variants on a single chromosome.

Identical-by-descent: alleles or genomic segments that are identical in one or

more individuals as a result of inheritance from a common ancestor.

Inbreeding coefficient (F): the probability that both copies of an allele are

inherited from a common ancestor (identical-by-descent).

Inbreeding depression: the detrimental effects of inbreeding, typically causing

a reduction in the means of fitness-related traits, as a result of increased

homozygosity.

Inbreeding load: the proportional reduction in the value of a fitness-related

trait associated with a unit increase in the inbreeding coefficient.

Mutation accumulation model: a genetic model of senescence in which

deleterious alleles with effects restricted to later life reach higher frequencies in

the population than ones acting at an earlier age, assuming mutation–

selection balance.

Mutational target: the proportion of the genome capable of influencing a trait

as a result of de novo mutations.

Mutational variance: the genetic variance in a trait attributable to alleles

maintained by mutation in opposition to selection.

Mutation–selection balance: a state of equilibrium between the input of

genetic variants into a population by mutation and their elimination by natural

selection.

Neutral alleles: see Selective neutrality.

Oligogenic: determined by a small number of genes of moderate effect.

Pleiotropy: an effect of a genetic variant on more than one trait.

Polygenic: determined by many genes of small effect.

Polymorphism: a variant allele with a frequency greater than 0.01.

Quantitative trait locus (QTL): any gene of small effect that contributes to

quantitative variation in a trait.

Selection coefficient: the reduction in fitness of a given genotype, measured

relative to the fitness of a standard genotype.

Selective constraints: the elimination of variants from a population as a result

of natural selection.

Selective disadvantage: see Selection coefficient.

Selective neutrality: alleles with no effect on reproductive fitness.

Senescence: the decline with age in age-specific survival or other components

of reproductive fitness.

Standing genetic variation: the naturally occurring genetic variation within a

wild population.

Trade-off (antagonistic pleiotropy) model: a genetic model of senescence in

which alleles show opposite pleiotropic effects on fitness-related traits in early

and later life.

Fig. 1. (a) Diagram of human population expansion illustrating (1) the large num-

ber of ‘young’ mutations (filled circles) compared with polymorphic variants (open

circles), most of which are ancient (.100 000 years old) but some of which might

have become common within recent times as a result of a selective advantage;

and (2) the low number of alleles in human founder populations and high number

of alleles in large modern populations [11]. (b) Mutation rates and disease.

Mutation rates for human monogenic diseases vary from ,1027 to 1024 per locus

per generation. There appear to be more loci with low than with high mutation

rates resulting in disease. High mutation rates in genes causing Duchenne muscu-

lar dystrophy (5 £ 1025 to 10 £ 1025) and neurofibromatosis type 1 (1 £ 1024)

account for their high incidence (at mutation–selection balance). Similarly, genes

with high mutation rates are predicted to contribute disproportionately to the gen-

etic variance underlying common diseases [62]. The red boxes indicate accurately

estimated mutation rates for more common diseases, the blue boxes indicate

rates for rarer diseases, which are only known within an order of magnitude. The

data are taken, with permission, from [63,64] (q Springer, 1986).
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or six well-established common SNPs within BRCA1 and
BRCA2 coding regions (coding SNPs or cSNPs), only one
has been shown to exert a marginal (1.3-fold) increase in
breast cancer risk [13]. A small increase in risk in many
people might account for a large fraction of cases. But this
is not so if such effects occur within highly interactive
genetic networks, with many other variants of similar or
opposite effect at varying frequencies in different popu-
lations, as expected under a CD/RV model. The pattern of
thousands of recent and rare mutations, many with large
effects, and a small number of ancient cSNPs is predictable
[11], but here it is argued that most cSNPs are common
precisely because they have little or no functional effect
either on disease or on reproductive fitness.

If coding SNPs (comprising,1.5% of all SNPs) are more
likely to influence physiological function (hence disease)
than noncoding ones, are they any less common? The
subset of cSNPs that change an amino acid and are also
predicted on structural grounds to be deleterious, occur at
significantly lower frequencies than other SNPs, suggest-

ing that they are indeed selected against [14,15]. Analyses
of sequence divergence between humans and primates
suggest that ,20% of all cSNPs are selectively neutral,
most of which are common; of those predicted to be
deleterious, over 80% are likely to be at frequencies below
0.01 (i.e. not truly polymorphic) [14].

In summary, the genetic variants that are most readily
identifiedandstudiedinhumansareSNPs,butmostof these
appeartohavelittleornoeffecteitheronreproductivefitness
or on any sort of function. By contrast, the majority of
deleteriousvariants,whichareofmostpotentialrelevanceto
disease, are rare and accordingly difficult to study.

Genetic variation in late-onset traits

Is the pattern of genetic diversity likely to be different for
variants influencing late-onset diseases? Unravelling the
genetics of complex traits often requires indirect infer-
ences about what are believed to be the many genes
influencing them. Such ‘polygenic’ effects are thought to be
too small and numerous to be measured individually, so
their effects are measured collectively by partitioning
the phenotypic variance into genetic and environmental
components (Box 1).

How these components of genetic variance differ for
late- versus early-onset traits has been examined in some
detail theoretically. The intensity of selection on a gene
with a late effect on fitness declines with the age at which it
is expressed [16–19]. This implies that variants in such
genes could reach higher frequencies, which would favour
the CD/CV hypothesis. The ‘mutation accumulation’ (MA)
model [17,19–21] extends this idea by suggesting that
deleterious alleles with late effects accumulate in the
genome, contributing to SENESCENCE and, by extension, to
genetically influenced diseases that contribute to it. If
these alleles have deleterious effects during reproductive
life, they are still expected to be maintained at low
frequencies, despite the diminishing force of selection with
age. The ‘TRADE-OFF’ (TO) (or ANTAGONISTIC PLEIOTROPY)
MODEL [18,19] provides an alternative, in which late-acting
deleterious alleles can spread and even become universal in
the population, if they also have favourable effects at an
early age. Most genes are expressed before the end of
reproductive life, and so are subject to selective scrutiny,
but many show effects on different traits (PLEIOTROPY) at
different times, with variable effects on fitness [19].

The expected higher frequencies of deleterious alleles
with late-age effects are accompanied by increases in the
components of genetic variance, because alleles with
intermediate frequencies contribute more to these than
do rare alleles [20,21]. Under both MA and TO models, the
genetic variance components resulting from additive (VA)
and DOMINANCE (VD) effects (Box 1) are expected to be
larger for late- than for early-onset traits influencing
fitness [20]. A late-age levelling in the rates of genetically
influenced diseases, such as cancer, diabetes and cardio-
vascular disease, is also predicted by these models, much
as observed (Fig. 2) [21,22]. Are the models supported by
experimental data?

In Drosophila melanogaster, an increase in both VA

and VD has been observed for several late-onset traits
[20,23,24], suggesting that allele frequencies do indeed

Fig. 2. (a) Cumulative lifetime risk of coronary artery disease in males [37], which

reaches almost one in two and shows a late-age levelling in disease risk, consist-

ent with some of the genetic models discussed. (b) Heritability changes with dis-

ease age of onset. Possible changes in the additive component of genetic variance

(VA, orange) in relation to the environmental variance (VE, blue) and heratibility

(h 2, purple) with disease age of onset. Heritability is not an ideal measure of gen-

etic variance in this context, because of the increase in VE with age [1,27].
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increase for late-onset traits. Other evidence comes from
measuring the detrimental effects of inbreeding (INBREED-

ING DEPRESSION) (Box 1). Alleles with nonadditive effects
(such as recessives) are expected to cause increased
inbreeding depression for late- compared with early-
onset traits, which is a unique prediction of the MA
model. Age-related increases in VD and in inbreeding
depression have both been found for FITNESS-RELATED

TRAITS in Drosophila [24]. If this is also true in humans,
a significant fraction of the genetic variance underlying
even diseases with small effects on fitness could be due to
rare alleles [20]. However, the MA and TO models are not
mutually exclusive and other Drosophila data support the
trade-off model, implying the presence of alleles at higher
frequencies as well [19]. The evidence from other species is
scanty, but an increase with age in heritability (Box 1) of
the human late-onset trait longevity [25] is consistent with

the prediction of increased genetic variance underlying
late-onset traits.

In short, the analysis of genetic variance components
suggests that there is an increase in the frequencies of
alleles influencing late-onset traits. But this does not
imply that such variants are at high enough frequency to
favour the CD/CV strategy; indeed, inbreeding effects
suggest that many of them are at low frequencies. We now
examine other evidence regarding the nature of such
genetic variance.

Mutation and rare variants

Complex traits are influenced by many genes and so
provide large MUTATIONAL TARGETS. Recent mutations
provide a rich source of low-frequency variants, which
account for a significant proportion of the STANDING

GENETIC VARIATION in all organisms [10,26,27] (Box 2).

Box 1. Variance components and inbreeding effects

Late-onset diseases can be considered to result when a threshold of

quantitatively varying risk or liability is exceeded [a]. Liability results

from the net effect of many quantitative traits (QT), which are influenced

by genes and environment, often with small individual effects on risk,

and hence are difficult to identify. These genetic effects can, however, be

described collectively by analysing the components of genetic variance,

which are estimated from the resemblance between relatives for

disease or QT. The total genetic variance (VG) of a complex trait can

be partitioned into its components [a]:

† Additive genetic variance (VA): the component of variance due to

genetic effects that are directly transmissible from parent to

offspring, and which are the main causes of resemblance between

relatives.

† Dominance variance (VD): the component of variance due to

interactions (departures from additivity of effects) between alleles

at the same locus, such as partial or complete dominance or

recessivity.

† Epistatic variance (VI): the component of variance due to interactions

between alleles at different loci.

The total phenotypic variance (VP) in a trait is the sum of VG and any

nongenetic (environmental) effects (VE), together with effects of

interactions between genotype and environment (VGE). The (narrow-

sense) heritability is the ratio of VA to VP.

These components can be estimated from correlations between

relatives, such as parents and offspring or full-sibs. In practice, it is

difficult to separate VD and VI, and they are often treated as a single

component of nonadditive variance. Late-onset traits are predicted to

show higher values of VA and VD [b,c].

Another source of information on genetic variation influencing

disease is to measure the effects of inbreeding. Inbreeding can

contribute to disease [d,e] and to inbreeding depression [f]. This results

from increased homozygosity of trait alleles, which either show

recessive effects on the trait acting in the same direction (DIRECTIONAL

DOMINANCE; see Glossary) or show heterozygous advantage. B, the

negative of the regression coefficient of trait mean on inbreeding

coefficient F, provides a useful summary statistic for the genetic damage

that would occur if all deleterious recessives were made homozygous

(F ¼ 1); it is often called the INBREEDING LOAD (see Glossary) [a,f].

If survival to adulthood is measured on a scale of natural logarithms, B

provides an estimate of the number of deleterious mutations causing a

genetic death (lethal equivalents). In one human study, B was 0.7 per

gamete [e], suggesting that each (diploid) individual is heterozygous for

1.4 lethal equivalents affecting juvenile mortality.

The value of B for lethal mutations is similar in a variety of species.

Recessive lethals contribute about half the inbreeding load for mortality

in Drosophila up to the adult stage, the rest coming from mutations with

minor effects (detrimentals) [f]. A typical fly carries one lethal mutation

in the heterozygous state. A recent study of two fish species suggests

that, despite their greater genome size, a similar value applies to

vertebrates [g].

Theory shows that the value of B due to deleterious mutations

depends only on the genome-wide mutation rate and the dominance of

individual mutations [f,h]. If all mutations have the same effects, the

value of B for a disease-related trait that is positively correlated with

fitness is:

B ¼ Ua{ð1=hÞ2 2}

where U is the mutation rate per diploid individual to deleterious alleles

affecting the trait; h is the extent to which fitness is reduced in a

heterozygous mutation, relative to its effect in homozygotes; and a is a

constant of proportionality relating the effect of a mutation on the trait to

its effect on fitness.

Relating the measurement of variance components and inbreeding

effects to the predictions of models of the maintenance of genetic

variation provides an important means of testing the models [f,h,i].

Variance component analysis is also used in quantitative trait locus

(QTL) mapping.
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This is especially so for populations, such as humans,
that have undergone large and recent expansions. This
MUTATIONAL VARIANCE is a function of mutation rates,
mutational target size and population size. The EFFECTIVE

POPULATION SIZE (Ne) refers to the number of individuals
that contribute genes to succeeding generations, and
controls the rate of chance fluctuations in gene frequencies
(GENETIC DRIFT). Long-term Ne has been estimated to be
,10 000 in humans, based on sequence diversity. Popu-
lation expansion means, however, that the number of rare
variants of recent origin is greater than predicted for an
equilibrium population with this value of Ne (Fig. 1). Such
recent and rare mutations are clearly major contributors
to human disease, and yet the inherent difficulty in
detecting them tends to overemphasize variants, such as
SNPs, that are readily detectable.

Most mutations are deleterious and destined to be lost
within a few generations (Box 1). As a rule of thumb the
frequency of a mutation that reduces fitness by at least
1/(4Ne) is mainly controlled by selection rather than
genetic drift [28]. Therefore, even disease alleles with
immeasurably small effects on fitness can be held at low
population frequencies [20,28]. The frequencies of new
mutations are therefore strongly influenced by their
effects on fitness, which may be substantial for mutations
with significant effects on disease, because the size of
direct or indirect (pleiotropic) allelic effects on traits tends
to be correlated with their effects on fitness [27,29,30]. For
a particular disease susceptibility gene, the collective
frequency of new deleterious mutations is therefore
expected to be low, and close to that expected under
MUTATION – SELECTION BALANCE (Box 2) [14–16].

The large size of the human genome results in a steady
and substantial input of new mutations – estimated to be
in the region of 175 per person per generation [31]. As a
result, each of us carries a predicted 500–1200 deleterious
mutations, most of which are rare (,0.01), in addition to
those that are strongly deleterious and too rare to be
detected in small sequence surveys [14].

Many variants with small phenotypic effects occur
outside coding regions, so that GENOME-WIDE MUTATION

RATES to deleterious alleles [32] and the number of
deleterious mutations each person carries could be con-
siderably higher than estimates based only on coding
regions. Noncoding regions might contribute at least 60%
as much as coding regions to the genome-wide mutation
rate [15]. There are examples of noncoding mutations with
large effects on disease [33], but those with small effects
should be even more common, because there are many
more ways for these to subtly alter expression or function.
Indeed, there is an increasing number of examples of
small-effect QUANTITATIVE TRAIT LOCUS (QTL) alleles
located within noncoding regions, including ones relevant
to human disease [34,35]. Mutations with essentially no
effect on fitness can also influence late-onset traits, and
should be at higher frequency. At the other extreme, only a
small proportion of mutations show large phenotypic
effects, but these tend to be over-represented in indivi-
duals with disease, as a result of selective ascertainment.

Summarizing the evidence

The possibility that a significant fraction of the genetic
variation in complex traits is owing to rare alleles
maintained by mutation–selection balance is supported

Box 2. The fate of new mutations

The average time that new mutations persist in a population depends on

their SELECTIVE DISADVANTAGE, their dominance effects and the effective

population size (Ne) (see text) [a–c].

Most deleterious mutations are destined for ultimate loss from

the population, within a time in generations of the order of the

natural logarithm of Ne, unless their SELECTION COEFFICIENTS are smaller

than the reciprocal of the effective population size [d]. Assuming an Ne

in humans of ,10 000 [e,f] this gives a mean persistence time of

around 10 generations, with a very wide distribution around the

mean [d]. But the continual production of new mutations with each

generation will lead to the maintenance of most deleterious variants

at a given locus at low average frequencies close to those expected

at equilibrium in an infinitely large population (mutation–selection

balance) [c].

While they persist in the population, these alleles contribute genetic

variance to the traits that they affect. The extent of the contribution

depends on their mutation rates, their effects on the trait, the

relationship between trait and fitness, and on Ne [c,g]. Most of these

are not known with any precision.

Simulations suggest that loci with moderate to high de novo mutation

rates contribute disproportionately to the genetic variance underlying

human disease [h]. The over-representation of human disease loci with

high mutation rates is readily seen in monogenic diseases (see Fig. 1b in

main text) and this may be accentuated in more complex traits where the

‘mutational target’ is considerably larger, including noncoding and

regulatory sequences, many with very small effects [i,j]. NEUTRAL

ALLELES, such as the majority of SNPs, may reach higher frequencies

but are predicted to make a substantially smaller overall contribution to

the disease variance, because they are likely to have very small effects

on the trait.
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by 25 years of research into the genetics of quantitative
traits (QTs) in Drosophila. A review of this extensive
literature [27] suggests that deleterious alleles generated
by mutation, and kept at low frequencies by selection,
contribute between 33% and 67% of the genetic variation
in a typical trait with at least some effect on reproductive
fitness. These are likely to include many of the QTs that
are major determinants of late-onset disease, whose effects
on disease begin well within reproductive life. The
remainder of the genetic variance appears to involve
alleles at higher frequencies, maintained by some form of
BALANCING SELECTION, such as heterozygote advantage or
temporal, spatial or frequency-dependent selection [1,27].

Overall, allele frequencies might be higher for late-
than for early-onset traits, but this is consistent with
models favouring both low (MA model) and intermediate
(TO model) frequency alleles. We currently lack any firm
data on the size of these effects in humans, and on whether
late-acting alleles that are at higher frequencies are the
ones most likely to be important in understanding disease.
On the contrary, the low predicted frequency of function-
ally deleterious alleles suggests that most clinically
significant disease susceptibility alleles will not be ‘high’
in the sense implied by the CD/CV hypothesis. Strategies
for identifying susceptibility alleles that are not robust in
the face of a large and diverse group of rare alleles could
therefore fail.

The number and size of allelic effects

An implicit assumption of most common disease mapping
strategies, including the CD/CV hypothesis [11], is that
complex traits are oligogenic, so that susceptibility loci are
potentially detectable and informative for disease predic-
tion or understanding. If, however, common diseases are

truly polygenic, most individual effects will be too small to
be useful. A limited number of loci appear able to exert
strong monogenic effects on disease, suggesting that these
influence rate-determining steps in disease pathways. The
rarity of individual mutations under the CD/RV model,
together with the large number of loci at which mutations
can arise, means that the genetic basis of disease could
vary greatly among individuals with the same disease.

The locus complexity of a trait depends on two factors. The
first is its physiological complexity. Hirschsprung disease, for
example, is a rare and highly specific lack of enteric ganglia,
in which no more than eight loci account for most of the
variance [36]. By contrast, coronary artery disease is a highly
complex multidimensional trait with an exponentially
increasing lifetime risk that is influenced by more than 280
risk factors [37,38] (Fig. 2a). The second factor is the
distributionofgene effects.This is clearly important,because
if most of the trait variance is determined by a handful of
potentially detectable genes, the total number is irrelevant.
An L-shaped orexponentialdistribution of mutation effect
sizes has wide support [1,39], with many genes of small
effect and fewer of large effect. However, even if a small
number of genes account for the most extreme effects, the
average patient with disease will not show large effects if
there are many other determinants (Box 3).

Genetic models commonly assume a polygenic basis for
complex traits, but the actual number of loci is hard to
estimate [1]. Many loci with small effects will not be
detectable using finite samples, and the effects of individual
alleles are commonly overestimated. One way to estimate
the number of loci is to combine estimates of dominance
variance (VD) and the INBREEDING LOAD (B) (Box 3). Because
inbreeding depression results from increased homozygosity
at loci influencing the trait, a regression of QT value (or

Box 3. Estimating the number and effect size of genes influencing a complex trait

In principle, it is possible to estimate the number of genetic loci

influencing a complex trait. In practice, estimates often have large

sampling variances and require assumptions that are not always met.

A classical method [a] is to cross inbred or natural populations that

show a large difference in trait value and estimate the number of

‘equivalent effect’ genes accounting for the difference on the basis of the

trait variances in the hybrid offspring (F1, F2 and backcross gener-

ations). This assumes that all ‘high’ alleles are fixed (homozygous) in

one parental line and ‘low’ alleles in the other. Zeng [b] has eliminated

bias in these estimates by accounting for recombination between loci

and unequal gene effects. For tomato fruit weight, he found it difficult to

estimate the total number of genes, which varied from 17 to 1540

depending on the shape of the gene effect distribution, but a minimum

of 16 loci accounted for 95% of the genetic variance regardless of the

effect distribution.

A second method depends on the systematic genetic mapping of trait

loci distinguishing a pair of lines, yielding direct estimation of gene

numbers [c]. This approach is constrained by lack of power to detect

variants with small effects without unrealistically large samples but has

been useful in showing the leptokurtic or L-shaped distribution of gene

effect size using livestock and bristle number data [c,d].

Neither of these methods provides a direct estimate of the number of

loci segregating within a population; if the lines concerned have been

derived from a natural population, they at least provide a lower bound to

the number of such loci.

A third method can be applied directly to population data, including

humans, and is useful for estimating the number of recessive or partially

recessive loci contributing to a trait that shows inbreeding depression

[e,f]. The effect of inbreeding, B, and the dominance variance, VD, are

measured (Box 1). A lower bound to the number of genes, n, affecting

the trait is provided by:

n $ B 2
=VD
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disease prevalence) on the INBREEDING COEFFICIENT can
provide a lower limit for the number of segregating loci
(Box 3). If the minimum number of loci required to explain
most of the trait variance is large, then individual QTL
effects might be too small to be detected with finite samples.
Rudan et al. [40] came to exactly this conclusion in a study of
inbreeding effects on blood pressure. Assuming an L-shaped
distribution of allelic effect sizes and VD/VP of 0.33, the
upper 25% of variation in systolic blood pressure could be
explained by a minimum of 24–48 genes, and the upper 50%
by at least 90–165 genes [40] (Fig. 3b). The total number of
contributory loci must be even larger, because this estimate
excludes those with purely additive effects. These results

suggest that loci underlying a trait such as hypertension in a
‘typical’ patient are likely to be so numerous and of such
small effect that gene identification will be either impossible
or unhelpful. The problem is compounded by the fact that
most risk factors in common diseases operate at virtually all
levels, so that the ‘average’ patient typically has a trait value
within the normal range, and most individual effects
could be too small to detect [41,42] (Fig. 3a).

Global environmental change

To what extent does recent human environmental change
affect our increasingly elderly populations? The shift in
age structure is itself a major environmental change to
which our genomes are poorly adapted. However, a wide
range of common diseases have shown large changes even
in age-standardized prevalence within the past 50 years,
especially in western societies [43]. Environmental changes
almost certainly account for this, raising questions about
the overall significance of heritable components (Box 4).
Gene–environment interactions can be seen with late-
onset diseases, such as type 2 diabetes [44], in which recent
dietary changes appear to be a major contributor to disease
[45]. Ethnic variation in susceptibility to such diseases is
often taken as support for the role of genes, but it is equally
plausible that the most relevant genetic factors are
essentially invariant in such populations as a result of
strong selective advantages in the past [46] – the COMMON

DISEASE/FIXED VARIANT (CD/FV) HYPOTHESIS. Conventional
mapping studies would then fail to detect them. A striking
example of the power of selection is the relatively recent
FIXATION of the Duffy blood group FYpO allele in sub-
Saharan Africans, probably because of increased resist-
ance to Plasmodium vivax malaria [47].

Other genes appear to have been under strong selection
in certain populations without leading to fixation, result-
ing in alleles at intermediate frequencies [48,49] (Fig. 1a).
Variants such as those found in certain MHC class I and II
HAPLOTYPES show functionally significant effects and are
therefore good candidates for the CD/CV approach. Traits
exposed to major environmental change, such as dietary
alteration at the time of urbanization, immunity to
disease, response to starvation and some cultural beha-
viours are promising in this respect.

Gene identification under a polygenic hypothesis

The scenario of a major class of deleterious but individu-
ally rare alleles of recent origin underlying the heritable
component of late-onset diseases has been largely ignored
until recently. It poses seemingly intractable statistical
problems for gene mapping and is therefore an unattrac-
tive investment for grant-awarding agencies and biotech-
nology companies. More attractive alternatives, such as
the CD/CV hypothesis, appear to be driving the research
strategy in spite of, rather than because of, the science.

An example is the proposal to use high-frequency SNP
haplotypes to identify common disease determinants by
population association studies [50,51]. A recent muta-
tional origin for the variants underlying much of the
heritability in such diseases means that many will be
superimposed on ancient core haplotypes. The majority of
new variants are deleterious [26,27] and multiple variants

Fig. 3. Detection of clinically useful genetic effects in ‘typical’ patients with late-

onset disease is likely to be impossible, but it may be feasible in those at the

extremes of the disease or risk factor distribution. (a) Average patients have aver-

age genetic effects. The relationship between risk factor distributions in the gen-

eral population and in a population with disease shows that most disease events

occur in those within the normal range, because risk increases at all levels [41,42].

This emphasizes the need for genetic analysis of those at the extremes of the dis-

tribution. (b) Predicted L-shaped relationship between the number of quantitative

trait loci (QTL) genes and the percentage of the trait variance explained. QTL con-

tributing to the left of the distribution will often be undetectable, and those contri-

buting to the tail of the distribution on the right show larger effects and are

potentially detectable. The number of QTL might be too large for specific loci to be

individually detectable in ‘typical’ patients, most of whom lie within the normal

range for individual risk factors. However, gene identification could be both tract-

able and heuristically useful in those at the extremes of the distribution (e.g.

extreme 10%) [40].
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can arise on the commonest haplotypes, so that association
mapping is inefficient. Disease alleles might be missed
that are not associated with ancient core haplotypes [52].
Haplotype frequencies will be poorly matched to disease
allele frequencies, and disease associations will be hard to
detect, especially if alleles of opposite effect arise on the
same haplotype. But if susceptibility alleles are predomin-
antly rare and numerous, are there any strategies that will
work?

Most complex human disease alleles identified to date
are partially recessive [12], as predicted from other
organisms [26,27,53]. To maximize the ‘detectance’ [54]
of such alleles, ascertainment for large phenotypic effects
[12,54] and for populations showing reduced environ-
mental and genetic variance [3,55], and the use of large
sample sizes [56] will all help. The use of QTs rather
than disease per se also increases informativeness [3,57].
Extreme CONCORDANT or DISCORDANT sibs with trait
values (or disease age-of-onset) close to the extremes of
the distribution could also be helpful [57]. Large endoga-
mous populations might be especially valuable, because of
their environmental uniformity and their ability to reveal
identical-by-descent (IBD) segments based on kinship

information (using relatively low-density genome scans)
[3,36,55]. A search for homozygous IBD segments could
help to detect rare recessive alleles of large effect. Many
disease loci identified in this way could be ‘local’ to specific
populations. If this provides new insights into disease
pathways it will be invaluable, because new drug targets
are in short supply. Finally, animal models, in which
inbred or selected strains show differences in disease or
trait value, are more tractable [58], because far fewer
segregating loci are involved, although they represent a
minute subset of the variation found in wild populations.

Genetic linkage is robust in the presence of allelic
heterogeneity, whereas association studies are not, but
both lack power in the face of a strongly polygenic basis for
disease. The familial breast cancer genes were identified
by linkage because some families showed large-effect
alleles and locus heterogeneity was limited. The choice
of study population can help to minimize disease complex-
ity but the choice of disease-related phenotype is equally
important [3,57].

Admixture mapping [59] has advantages, especially
under a CD/FV model. Admixture between ethnic groups
showing high and low disease prevalence, under currently

Box 4. Establishing a genetic basis for late-onset disorders

According to the website Online Mendelian Inheritance in Man (http://

www.ncbi.nlm.nih.gov/entrez/Omim/mimstats.html), fewer than 10%

of human transcribed sequences (including alternative transcripts)

show mutations capable of major (monogenic) effects that are relatively

independent of context. By contrast, most common diseases are highly

dependent on both genetic and environmental context, although they

generally show significant heritability ($0.1) (see Fig. 2b in main text).

Heritability is assumed to be present if there is an increased trait

correlation in relatives compared with unrelated individuals. Relatives

(especially twins) are, however, exposed to more similar environments

than random controls; also, genetic and environmental effects fre-

quently interact and are correlated, so that in the absence of extensive

half-sib or adoptive twin data, basic assumptions may not be met,

leading to overestimation of heritability [a].

The magnitude of genetic effects in complex traits is frequently

dwarfed by known environmental factors, leading some to question

the current emphasis on genetics [b]. For example, diet, physical

inactivity and tobacco have been proposed to account for 75% of new

cases of cardiovascular disease [c]. In developed countries, tobacco

smoking alone causes one-third of all cancer deaths [d], 80% of

chronic bronchitis [e] and 13% of coronary artery disease [e]. In

addition, recent environmental change has resulted in a global

epidemic of type 2 diabetes, with uncertain consequences for

heritability. In coronary artery disease, heritability declines with

age of onset [f], implicating either increased environmental variance

(VE), reduced total genetic variance (VG), or both, in later life (see

Fig. 2b in main text).

The contribution of individual genetic factors to complex disease is, in

most cases, seldom greater than a few percent of the trait variance and a

small percentage of cases. For example, currently known breast cancer

genes account for ,2% of population risk [g]. The collective contri-

bution of genetic variability, summarized by measures such as

heritability or coefficients of genetic variation, is however both

substantial and almost universal in complex traits, for reasons that

are discussed in the text.

Even with the standardized environments and reduced diversity of

laboratory mice, mapping of QTL for obesity-related traits suggests

many genes of small effect [h]. Some QTL influencing human disease

show larger effects, such as APOE*E4, which accounts for up to 10% of

the variance in both plasma cholesterol and age of onset for Alzheimer

disease, although some of these effects might result from interactions

(e.g. with dietary fat [i]). Opportunities for disentangling interactions

between genes and environment are often limited [j].

The identification of genes accounting for rare monogenic forms of

common diseases (e.g. breast and colon cancer, Alzheimer disease) has

made a substantial contribution towards elucidating disease mechan-

isms and has led to therapeutic progress (e.g. statins, secretase

inhibitors). It is less clear whether the identification of variants with

small effects on disease risk will have a similar impact. Predictions

based on experimental organisms suggest that the lack of control of

genotype or environment in human studies, together with context-

dependence of QTL effects, mean that individual QTL effects will

generally be very small [k].
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similar but differing historical environments, could be the
only way to identify moderate- or large-effect genes con-
tributing to such differences. The diversity of hazards in
different geographic and cultural environments would tend
to exaggerate selective differences between populations,
although demographic forces might have dispersed them
throughout large urban populations.

In large continental populations, the high levels of
locus and allelic heterogeneity can be turned to
advantage by the relative ease of identifying either
rare familial forms of disease or rare survivors [25].
This approach has produced disproportionate gains in
understanding disease mechanisms in monogenic dis-
orders [12]. The recruitment of sufficiently large series of
sib trios or quartets, especially when concordant or
discordant for QT or early-onset disease, might only be
possible in large national studies [60].

The proposed complexity of late-onset disorders sug-
gests that identifying genes with the largest effects,
and which contribute most to the extremes of the
disease or trait distribution, might be the most robust
approach – only one step away from the methods so
successfully applied to monogenic disorders. This will
help to avoid the illusion of large QTL effects that are
composite artefacts of numerous but clustered variants
[1,61] or with individual effects so small as to be of
little value in elucidating disease mechanisms. The
difficulties encountered in identifying clinically rel-
evant disease loci could reflect an overambitious goal of
finding genes involved in the majority of patients with
a disease, fuelled by commercial forces. The scenario of
a truly polygenic basis for much of the heritability of
complex traits might require both new approaches and
a return to tried and tested ones.
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